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ABSTRACT
Consistency is important to the success of any software project and this includes the organization of its data structure definitions. Thus there is a need to better understand the decisions programmers make when organizing items into data structures. Results from an experiment that asked programmers to design data structures based on various specifications are presented. The results show that although there is significant variation among subjects, patterns exist across designs. Participants included 26 professional and 12 student programmers. Comparisons of the two groups indicate that students are more conformist to the specification, but also show greater diversity in their answers, when compared to professionals. These results help to characterize the learning that experience brings and suggest that when selecting programmers for a task involving data structure design or modification, each programmer’s layout style be taken into account.

1. INTRODUCTION
This paper describes an experiment that is part of research aimed at understanding and exploiting connections between the characteristics of human mental processing obtained in cognitive psychology and software engineering. The experiment investigates the decisions made by software developers when asked to organize items of information into data structures (e.g., structure fields within a C struct).

Experienced software developers sometimes criticize the way in which novice developers organize data structures. Is this criticism simply a case of personal preference or does experience teach developers something that causes them to organize structures differently than novices? To address this question, the experiment contained two groups: experienced and novice programmers.

For even a small number of data items there are a huge number of ways of organizing it. For instance, there are \(3^{10}\) ways in which 10 items can be split between three structure definitions. The two primary aims of the experiment include understanding the extent to which programmers make similar decisions when designing data structures and investigating the impact that the specification has on the ordering of items within data structures.

Consider the factors that influence the effectiveness of an API to be used by many programmers. For example, how easy is it to remember what information is held in which structure definition, does one structure contain all of the related information (e.g., does a function need a single parameter having that type or multiple parameters)? A second factor is the consistency between the developers who originally created a structure and those tasked with its modification. If these two groups would make radically different organizational decisions, then the cohesiveness (as judged by the consistency of information clustering) will be reduced.

The experiment presented in this paper considers these questions. It thus provides a baseline for understanding the choices made and variety of data structure layouts created by programmers. Furthermore, the research suggests several future studies. For example, evaluating whether developers use less cognitive effort maintaining software written by those having similar organizational preferences. This kind of attention to data structure organization during both initial development and subsequent maintenance should make information organization more internally consistent and therefore require less effort from subsequent developers.

The remainder of the paper first presents some necessary background information in Section 2 before describing the experiment’s design including the four hypotheses considered, and the results in Sections 3 and 4, respectively. This is followed by a discussion of related work in Section 5 and threats to validity in Section 6. Finally, Section 7 summarizes the paper and suggests future work.

2. BACKGROUND
This section first introduces some basic terminology used in the paper. It then looks at how humans organize related information – first in general and then in the specific case of data structures. In this paper the term specification is used to refer to the description of the items to be included in a program’s data structures. A specification consists of a collection of information items (e.g., “Size of garden”). In building data structures, a programmer represents a specification as a collection of data structure definitions (e.g., C structs, or Java or C++ classes). A data structure definition is built from a collection of fields (e.g., “garden size”). Each field denotes the name and type the designer assigns to an item from the specification.
The general problem of how people go about the process of clustering items into categories (which is one way to think about how fields are organized into data structures) has been extensively studied by psychologists [12]. A brief overview of some of the key findings from these studies is given. By dividing objects into categories, people reduce the amount of information they need to learn by effectively building representations that enable them to look up information on an object based on its category membership. This approach also helps them deal with objects they have not encountered before.

What method do people use to decide which, if any, category an object is a member of? The following are four popular theories [7, 10]. Each is first introduced in general terms and then followed by a brief description of its potential impact on data structure formation.

- **The exemplar-based theory of classification** proposes that specific instances, or exemplars, act as prototypes against which other members are compared. Objects are grouped, relative to one another, based on some similarity metric. With the exemplar-based theory, specific instances are the norm against which membership is decided. When asked to name particular members of a category, the attributes of the exemplars are used as cues to retrieve other objects having similar attributes. In data structure design, use-cases generate a bias towards this kind of organization as they tend to focus designers on a few examples.

- **The defining-attribute theory** proposes that members of a category are characterized by a set of defining attributes. This theory predicts that these attributes should divide objects into different concepts whose boundaries are well defined. All members of the concept are equally representative. Object-oriented designs that adhere strongly to the strict tenants of design level objects identifying with objects in the real-world, are a good match with this theory.

- **The explanation-based theory** of classification proposes that there is an explanation for why categories have the members they do. For instance, the biblical classification of food into clean and unclean is roughly explained by saying that there should be a correlation between type of habitat, biological structure, and form of locomotion: creatures of the sea should have fins, scales, and swim (sharks and eels don’t) and creatures of the land should have four legs (ostriches don’t). From a predictive point of view, explanation-based categories suffer from the problem that they may heavily depend on the knowledge and beliefs of the person who formed the category; for instance, the set of objects a person would remove from their home while it was on fire. A system that has had significant upfront requirements and analysis work provides designers with the necessary knowledge and background to produce a logical organization in its data structures and thus is a good match with this theory.

- Finally, the prototype theory proposes that categories have a central description, the prototype, that represents the set of attributes of the category. This set of attributes need not be necessary or sufficient to determine category membership. The members of a category can be arranged in a typicality gradient, representing the degree to which they represent a typical member of that category. The prototype theory matches the process used in producing a generalization-specialization hierarchy for use in an object-oriented program.

Finally, this section considers factors that influence data-structure design. When a programmer is presented with a specification he or she typically relies on his or her experience to design data structures to hold the required information. Doing so involves the need to estimate the trade-offs among a large number of possible structure definitions. The following are some of the factors that influence these trade-offs:

- **Simplicity.** Writing code is simplified when all required information can be obtained by accessing a single structure.

- **Minimizing the amount of storage used during program execution.** For instance, consider a tree whose nodes include partially shared information. Replacing a single tree-node structure with two structures allowing references to the shared information to replace copies, can reduce a program’s memory footprint [3].

- **Information hiding.** It may be necessary to restrict access to some information, perhaps for commercial or security reasons, or to reduce the likelihood that a fault in one part of a program can effect unrelated data in another part.

- **Minimizing the impact of future updates.** Good data structure design makes it easier to enhance or fix a system [10]. For example, when organized into separate structures based on semantic relatedness, adding a new field or changing an existing field, means that only code referencing the changed structures needs to be considered during ripple-effect analysis. This can reduce testing effort and even compilation time.

3. **Experimental Design**

In the experiment, subjects were asked to design the data structures underlying an API. In doing so, subjects were faced with decisions such as the following:

- Which items should occur in the same structure definition?
- In what order should the fields be placed?
- What name and type should be chosen for a field?

In describing the design of the experiment, this section first describes the test instrument used, and then the four experiential hypothesis are considered. To begin with the test instrument provided each participant with instructions, followed by a page collecting demographic data, a practice question, and finally the three study questions. Each question included a specification of the domain specific information to be represented. The following is an excerpt of the instructions given to subjects:
You will be asked to define some data structures to hold values for various kinds of information. This is not a race and there are no prizes for providing answers to all questions. If you do complete all the questions feel free to add any additional comments to your previous answers.

Yumei is a medium sized island that gained independence in 1945. The island economy is based on the export of various kinds of raw materials and agricultural products. The government has decided to publish a set of APIs that applications written for government departments must follow. The members may have any arithmetic type, or a pointer type, or an array type.

Subjects then performed the following steps.

- Read the information that needs to be represented.
- Decided which information should be held in a given data structure.
- Decided on the type and name of each field used to denote the information.
- Defined one or more structure types.

The three study questions related to the Department of Agriculture, the Department of Transport, and finally, the Department of Natural Resources. These three are referred to as the Agriculture problem, the Transport problem, and the Natural Resource problem.

Each question included variants that differed in two ways. First, the order in which items were listed in the specification was randomized for each subject and second the phrases used for the items were varied (several examples are given in Figure 3). In most cases (where reasonable alternatives existed) the phrases seen by a subject were randomly selected from two possibilities.

The experiment was run with two distinct populations of subjects. The first were professional programmers attending the ACCU [1] conference in 2005 and 2008, and the second, novice programmers, were undergraduate students at Loyola University. All subjects volunteered their time and were anonymous. Subjects were given about one hour to answer the three questions.

The collected data was then used to investigate two sets of hypotheses: the first deals with the relative order of the items in the specification and the fields in the data structure definitions. The second considers the clustering of fields into data structure definitions. Each set first considers overall trends and then compares the professional and novice programmers. This yields the study’s four hypotheses.

Hypothesis 1 [Specification Order Influence]
The ordering of items in the specification strongly influences how subjects order fields within data structures.

Hypothesis 2 [Specification Order Comparison]
Novice programmers will be more likely to follow the order used in the specification (be less likely to be aware of a reason for using an order different from that provided in the specification).

Hypothesis 3 [Item Clustering]
Programmers will consistently cluster the same items together in structure definitions.

Hypothesis 4 [Item Clustering Comparison]
Professional developers are more consistent regarding clustering than novice developers.

4. RESULTS
This section reports results from the experiment as it relates to each of the four hypotheses. Overall 38 participants took part in the study. These included 26 professional programmers, having an average of 11.1 years of experience (standard deviation 6.3), who produced 35 complete answers (Agriculture: 24, Transport: 10, Natural Resources: 1). Answers that were incomplete at the end of the allotted time were dropped from the study. Subjects were told that they could use any computer language, and the languages used were (answer counts in parenthesis) C++ (18), C (13), Java (2), C# (1) and Python (1). Twelve novice programmers, students in their third and fourth years of study, produced 26 complete answers (Agriculture: 11, Transport: 8, Natural Resources: 7) with five using C and 23 using Java.

When considering the individual structures, some subjects included fields that did not directly correspond to any item from the specification. Such fields were ignored in the following analysis.

4.1 Information Ordering
The presentation of the order-related data first considers Hypothesis 1 (Specification Order Influence) and then Hypothesis 2 (Specification Order Comparison). Analysis of the data requires understanding the number of possible orders, measuring the difference between two orders, and considering the chance that an order occurs randomly. To better understand these three, this section first considers an example data structure definition with four fields. In general, there are 24 possible orders that four fields can take. Thus there is a 1 in 24 probability of a particular field order occurring randomly.

A field order that differs from that of the specification’s is evidence of external (non-specification related) influence. To quantify the difference between the order used in the specification and that found in the subject data structure definitions field-order agreement is used. This metric, which is computed per data structure definition, counts the number of pairs of fields appearing in the expected (i.e., specification) order. For instance, given a four item specification that uses the order 1234, the sequence 2314 is assigned the field-order agreement value four because 2 appears before 3 and 4, 3 appears before 4, and 1 appears before 4. To facilitate comparison, field-order agreement is often given as a percentage. The above example has a percent field-order agreement of 66% (4 of 6 or 4 choose 2 possible pairs that follow the specification order).

As can be seen in Table 1, 2314 (shown in bold) is one of five sequences that have a field-order agreement of four. This means that with probability 5/24, a random sequence of four fields will have a field-order agreement of four.

Turning to the real data, Figure 1 shows these two metrics for the 133 structures created by subjects. The percent field-order agreement is shown using bullets. Bullets in the lower part of the figure are instances where the subject chose
Table 1: Field-order agreement computed for all possible orderings of four fields where the specification uses the order 1234. The second column lists the frequency of each agreement value.

<table>
<thead>
<tr>
<th>Agreement</th>
<th>Occurrences</th>
<th>Orders</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>1</td>
<td>1234</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>1243, 1324, 2134</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>1342, 1423, 2143</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>1432, 2341, 2413, 3142, 3214, 4123</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>2431, 3241, 3412, 4132, 4213</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>4231, 4312, 4321</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>4321</td>
</tr>
</tbody>
</table>

to organize the fields markedly different from the specification. Bullets that occur at the 100% line indicate that the subject followed the specification exactly. The crosses show the probability that the particular order occurred randomly. To better understand the information conveyed by these two marks, consider the example from Table 1. The order 2314 has a field-order agreement of 66% and thus would have a bullet at 66%. It also has a probability that this field-order agreement occurs randomly of 20.8% (5/24) and thus would have a cross at 20.8%. The structures in Figure 1 are sorted along the x-axis by the randomness probability. Approximately the first third of the structures have very close to zero probability of occurring randomly. These crosses are from structure definitions containing the less likely combinations of six or more fields. Of course, many of these come from following the specification very closely, which is extremely unlikely to occur randomly, given that only one ordering has all the pairs of items in the same order as the specification. Moving across the chart, by the right hand edge of the x-axis, the probability of a field order being randomly produced has risen to 50%. In other words, the crosses at the far right represent structures having two fields where there are only two possible orderings, one agreeing with the specification and one not.

The dominate feature in the data associated with the percentage field-order agreement is that for structures having a very low probability of the order occurring randomly (those on the left of Figure 1), the percent field-order agreement is quite high. These are precisely the structures with a larger number of fields where such high agreement is unlikely. In fact, 25% have the same ordering as the specification and all but two have greater than 50% agreement with the specification. Had subjects randomly selected field order, agreement with the specification order would have an expected value of 50%. Thus, the field-order agreement is much greater than random agreement. In summary, the data summarized in Figure 1 supports Hypothesis 1 that the ordering of items in the specification strongly influences how subjects order fields within data structures.

Hypothesis 2 considers the impact that experience has on field-order agreement. Figure 2 shows the percentage field-order agreement for professional and novice programmers. The difference, visible in the graph, is statistically significant (p = 0.015) with professional programmers producing an average agreement of 75% (standard deviation 19%) and the novice programmers producing an average agreement of 86% (standard deviation 21%). Finally, at one extreme, considering only orderings that have less than 1% probability of occurring randomly, novices are twice as likely as professionals to exactly follow the ordering of the specification. Thus, there is support in the data for Hypothesis 2.

4.2 Information Clustering

Next, consider the two clustering hypotheses presented in Section 3. There are a large number of ways in which items can be organized into a set of data structure definitions. For the purposes of this analysis, a data structure is analogous to a cluster. The following analysis is patterned after the categorization analysis of Ross and Murphy who used a Robinson matrix to obtain information on the general categories created by their subjects [14]. A Robinson matrix has the property that the value of its matrix elements decrease, or stay the same, when moving away from the major diagonal (more mathematical details can be found in Ross and Murphy [14]).

The Department of Agriculture problem is used in this analysis for two reasons. First, it produced the most answers (35), and second, it contained the largest number of items (25), making it more likely that subject answers contain multiple structure definitions. The items are listed in...
Figure 2: Percentage field-order agreement for every professional and novice programmer.

Figure 3. The following two stage process was used to produce the Robinson matrix:

1. A similarity matrix was created from the structure definitions. The rows and columns of this matrix both represent the $N$ items listed in the problem, creating an $N \times N$ matrix. Thus, if the entry for “Farm Owner” is in Row 3, then Column 3 also denotes “Farm Owner”. The similarity between any pair of items is defined as the number of times those two items appear in the same structure definition, as created by the subjects. The matrix is symmetric since element $i, j$ representing the number of times the $i^{th}$ and $j^{th}$ items co-occur has the same value as element $j, i$. By definition, an item always occurs with itself, so the diagonal will be the number of structure definitions in which each item occurs.

2. The original matrix is mapped to a dissimilarity form using the formula $1 - \frac{element}{max\_element}$ for each element of the matrix, where max\_element is the largest element value found in the matrix. Post mapping, all entries range from zero to one with zero representing the pair occurring together the most frequently. Using the dissimilarity form, the seriate function from R’s [13] seriation package [8] was applied to produce a Robinson matrix. In the Robinson matrices shown in Figures 4, 5, and 6, values closer to zero appear darker.

The Robinson matrix produced using all subject data is shown in Figure 4. Several clusters are visually apparent. The four most prominent are highlighted by circles. Starting in the upper left, Cluster A (items V1, V2, V4, V6, V9) represents the animals found on a farm. Cluster D, the smaller 3x3 cluster adjacent to Cluster A (items V17, V19, and V21) represents the cost of rearing animals. Its proximity to Cluster A is caused by some but not all subjects placing the fields of Clusters A and D in a single structure definition.

Next, Cluster B (items V13, V14, V15, V24, and V25) contains the only two ubiquitously placed together items, V24 and V25 (“Location of farm” and “Farm owner”), which cause the 2x2 black square. The other three items account for the less dark region surrounding this black square. The name given to the definition containing this set of fields was often farm or something very similar.

Finally, Cluster C (items V3, V5, V7, V11, V12, V22, and, extending toward the lower right, perhaps V8 and V23) represent attributes of the crops raised on a farm. The association between items is weaker than with Clusters A and B. Also some items that might be expected to be part of this cluster (e.g., V8, “Weed killer used”) have only limited association. In terms of Hypothesis 3, the existence of these clusters supports the hypothesis that programmers tend to consistently cluster similar items. A random clustering would result in a uniformly gray plot.

Finally, turning to Hypothesis 4, it is important to understand that the absolute order of the entries in a Robinson matrix is not important when comparing two Robinson matrices. Only relative proximity is of interest. With this in mind, the matrices for the professional and novice programmers are shown in Figures 5 and 6, respectively. Before comparing the two, dominant structures of each are discussed.

Beginning with the professional programmer data (Figure 5), Clusters A, B, C, and D capture the same concepts as the clusters having the same label in Figure 4. However, this does not mean that they include exactly the same items. For example, Cluster A includes V2, V4, V5, V9, and V10 (swapping V10 for V1 when compared to Cluster A of Figure 4). V1 does appear two columns to the left and is related to the cluster just not as strongly (primarily because of an association to the items of Cluster B).

There is some visual evidence that professional programmers used a different clustering placement of some cost related items. Cluster B in Figure 5 includes at least two of the cost related items (previously identified exclusively with Cluster D) and Cluster A could also be expanded to include the costs (the tie is strongest for Item V1).
Next, Cluster C from Figure 5 has a more defined core, but could be extended to the lower right as there are weak associations there. This would make it closer in size to the similar cluster seen in Figure 4.

The final Robinson matrix (Figure 6) shows the data for the novice programmers. It has considerable similarity with the professional programmer data. The significant exception is that only three of the four dominant clusters are clearly present. Cluster D, related to costs, is absent from Figure 6.

In comparison with Figure 4, Cluster A of Figure 6 contains more items, while Cluster B contains fewer items. Also, Cluster C is slightly better defined.

When comparing the professional and novice programmers (Figures 5 and 6), Cluster A of Figure 6 contains more items, and Cluster B contains fewer items. Although Cluster C is larger, it is poorly defined by both groups. Finally, there is no obvious collection that might be called a Cluster D in Figure 6. An appreciation of costs is one area where novices would be expected to lag in experience when compared to professionals. Thus, this difference illustrates that categorization is at least partially driven by experience and provides evidence that the explanation-based theory of categorization is used by programmers.

A second difference comes from the placement of V1 (date of last vet appointment): V1 is clearly placed in Cluster A (animals) by the novices. In the professional data, V1 is in Cluster D (animal costs), but is not a great fit (there is considerable off-diagonal data). Combining the two data sets moves V1 out of Cluster D allowing Cluster D to become better defined (as seen in Figure 4). Further aiding this is a few of the novices associating costs not with the farm, but preferring to associate them with animals. Thus, Cluster D is more sharply defined and clearly associated with Cluster A in Figure 4.

Finally, the novice programmers appear to be more polar in their clustering. Said another way, the professional programmers produce more uniform answers. This provides evidence that experience drives decision making towards a smaller set of possibilities and is thus evidence that experience leads to greater uniformity. In other words, over time developers tend to think more alike.

This pattern is made apparent by considering two aspects of the Robinson matrix. First, Figure 6 shows considerable correlation off the main diagonal (in the lower left and upper right of the chart). In comparison the professional programmers have zero correlation so far off the main diagonal. The only place they showed considerable disagreement is with Items V12 and V1. At the same time the novice programmers produced stronger “core” correlations. Thus when they agreed they agreed more strongly. This is difficult to see visually. One way to quantify this observation is to consider dissimilarity less than a chosen threshold. For example, consider the 10th percentile of the dissimilarities. Using all the data, the 10th percentile is 0.554, while for the novices and professionals these values are 0.545 and 0.612. Having the overall and novice numbers so close together indicates that the smaller dissimilarity in the overall data is dominated by the smaller novice population. A second view of this comes from counting the number of pairs having a dissimilarity less than a fixed value. For example, using 0.554 (the 10th percentile overall data), the novice programmers produced over three times as many such pairs (13 versus 4). Other similar thresholds produced a similar breakdown.

The final way of qualifying this difference is to consider the number of data structure definitions created to hold items from the specification. Considering just the agriculture questions, Figure 7 graphs the number of definitions for both groups. Novices created fewer structures to hold the
data then professionals. While the visual evidence is not overly compelling, the differences is statistically significant \( p = 0.041 \). This data includes only structures into which a subject placed an item from the specification. Subjects created other structures, most often to describe a type. For example, a class `Date` that includes `day`, `month`, and `year`.

Considering all definitions, the difference is even greater as \( p \) drops to 0.016. For both methods of counting, the following table summarizes the average number of structure definitions produced for each question and for all three questions taken together. Because the questions differ in the number of items they include, the final row describes the variation created by the question as well as by the subject.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Professional Counts</th>
<th>Novice Counts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average s^2</td>
<td>Average s^2</td>
</tr>
<tr>
<td>Item-Representing Structures</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agriculture</td>
<td>4.68 2.41</td>
<td>3.18 1.33</td>
</tr>
<tr>
<td>Transport</td>
<td>2.09 0.94</td>
<td>1.75 0.89</td>
</tr>
<tr>
<td>Resources</td>
<td>2.00 na</td>
<td>1.43 0.53</td>
</tr>
<tr>
<td>all data</td>
<td>3.79 2.36</td>
<td>2.27 1.28</td>
</tr>
<tr>
<td>All Structures</td>
<td>5.46 2.50</td>
<td>3.64 1.36</td>
</tr>
<tr>
<td>Agriculture</td>
<td>2.70 1.25</td>
<td>1.88 1.13</td>
</tr>
<tr>
<td>Transport</td>
<td>2.00 na</td>
<td>1.43 1.27</td>
</tr>
<tr>
<td>Resources</td>
<td>4.57 2.56</td>
<td>2.50 1.58</td>
</tr>
</tbody>
</table>

In summary, there are three pieces of evidence that support Hypothesis 4. First, from the Robinson matrices, novices have more noise in the similarity data where items far off the diagonal have similarity. Second, at the same time novice programmer more strongly agree with each other then professionals, which is shown by the smaller dissimilarity numbers at the 10^{th} percentile. Finally, professionals produce more structures than novices so in fact they have a greater potential for outliers in the Robinson matrix. Although not strong, there is support for Hypothesis 4 as the data indicates that the novices are more polar in their decision making.

5. RELATED WORK

The authors are not aware of any other work that has investigated decision making issues involved when developers create structure definitions. Various analysis of structure definitions in source code have been performed.

In general terms the clustering of items performed by Ross and Murphy study [14] (particularly Experiment 3) is very similar to this experiment. Their study did not compare the ordering of items in a cluster and against the order given in the question. Rather it considered an experiment where subjects were given a list of various foods and asked to divide them into the groups: “similar food types,” “foods that are eaten in the same situation,” or “things that go together”.

Jones [9] discusses various measurements of structure definitions in a large amount of C source code. The number of fields contained in the source code `struct` definition varied between 2 and 70 fields, with most definitions containing a small number of fields (a log-linear plot of the number of fields in a definition against the number of such definitions produced a straightish line).

Neamtiu, Foster, and Hicks [11] analyzed the release history of a number of large C programs, over 3–4 years and a total of 43 updated releases, and found that most structure definitions were unchanged between releases. Releases in which fields were added were more common than releases where a field was deleted (79% vs. 51%). A study of 3,600 Java classes by Dig and Johnson [6] also found that relatively few members were changed during the evolution of a project. A partial explanation comes from a study of C++ applications by Sweeney and Tip [15], which found that 11.6% of members were dead (i.e., never read from).

Finally, Anquetil and Lethbridge [2] analyzed 2 million lines of Pascal and found that record members that shared the same name were found to be much more likely to share the same type than members having different names.

6. THREATS TO VALIDITY

For the results of this experiment to have some applicability to developer performance, it is important that subjects work through problems at a rate similar to that used in their work environment. Subjects were told that they are not in a race and that they should work at the rate at which they would normally process code.
Developers often have the opportunity to interact with (e.g., ask questions of) people including the following: domain experts who wrote the specification, likely users of an API, and the customer. There was no such opportunity in this experiment; thus, subjects only had their own interpretation of the specification with which to work.

Developers often have the opportunity to study how information is going to be accessed by applications. This allows the data structures to be optimized for common access patterns or to make writing the code simpler. These design decisions are often made via an iterative process that may involve interaction with the code that uses them. Finally, the creation of data structures is usually an iterative process and the answers provided by subjects in this experiment can only be regarded as a first iteration.

7. SUMMARY

This study investigated factors that influence the decisions made when creating and maintaining data structure definitions. It also compared the differences in responses from novice and professional developers. The results show that

- factors exist that cause developers to create structure definitions that have a much smaller range of diversity than is theoretically possible,
- as a group, professional developers are more consistent in the items that they cluster together within a structure definition than novice developers,
- novice developers tend to cluster many more items into a smaller number of data structures, compared to professional developers, and
- the ordering of items in the specification has much more of an impact on novice developers than professional ones.

These results lay a foundation for the expansion of API guidelines [5] to consider clustering issues. Existing guidelines tend to focus on issues such as naming conventions, error handling techniques, default parameters, and which default constructors should be defined [5]. Thus, future work will consider approaches to improve the value of such guidelines. For instance, given that professional developers are more consistent when deciding which information should be clustered together, it makes sense that this task be carried out by professional rather than novice developers.

Finally, future work will consider the decisions that developers make regarding type and naming choices. For example, part-of-speech information will be examined in a search for patterns similar to those found by Caprile and Tonella in their analysis of function names [4].
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