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Abstract

A dependence cluster is a maximal set of program components that all depend upon one another. For small programs, programmers as well as static-analysis tools can overcome the negative effects of large dependence clusters. However, this ability diminished as program size increases. Thus, the existence of large dependence clusters presents a serious challenge to the scalability of modern software. Recent ongoing work into the causes of dependence clusters is presented. A better understanding of these causes is a precursor to the construction of more informed analysis tools and ideally the eventual breaking or proactive avoidance of large dependence clusters.

1 Introduction

Within a program, dependence connects program components (e.g., statements and predicates). Dependence has a bearing on many aspects of software engineering. For example, it has been linked to ease of program understanding [2, 5], used to delimit the changes that may be performed [7, 11], and to capture the impact of a change [4].

A dependence cluster is a maximal set of program components where each depends on the others. Dependence clusters have a negative impact on both programmer effectiveness and dependence-based static analysis tools. For example, consider a programmer trying to test part of a program or trying to debug part of the program. If this part overlaps with a dependence cluster, then the programmer must be aware of the entire cluster, which greatly reduces their productivity. As a static analysis example, consider a tool designed to extract a selected subcomponent from a program. If this subcomponent overlaps a dependence cluster then the tool must extract the entire cluster.

Two common dependences are the data dependence and control dependence. A data dependence connects a definition of a variable with each use of the variable reached by the definition [6]. A control dependence connects a predicate \( p \) to a component \( c \) when \( p \) has at least two control-flow-graph successors, one of which can lead to the exit node without encountering \( c \) and the other always leads eventually to \( c \) [1, 8].

Figure 1 shows an example simple dependence cluster where the predicate \( l < 10 \) data depends on the assignment to \( l \), this assignment control depends on the predicate of the if statement, and the if control depends on the predicate \( l < 10 \). Thus, the three statements are tied together into a cluster by their dependences. Recent work has shown that dependence clusters are surprisingly prevalent [3].

Figure 1: A cluster caused by data (black) dependences and control (grey) dependences.
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come the impact of programs that include large dependence clusters. However, this ability diminished as the size of programs increases. Thus, a challenge in scaling the software development process is the dealing with large dependence clusters.

This paper considers the causes of large dependence clusters. If first summarizes prior work on the identification of clusters. The core of the paper, presented in Section 3, considers the search for dependence cluster causes. The paper then considers future work before concluding with a summary.

2 Dependence Cluster Identification

This section describes how dependence clusters are defined and then presents results from an empirical search for them. A naive definition of a dependence cluster would be based on transitive closure and thus would define a cluster as a strongly connected component. Unfortunately, for certain language features the dependence relations is not transitive. Examples of such features include procedures [9] and threads [10]. Thus, in the presence of these features, strongly connected components overstate the size and number of dependence clusters.

To illustrate, consider the program shown in Figure 2. This code includes a sequence of data dependences from the assignment of \( a \) to the use of \( a \) as an actual parameter in the call to \( h \), to formal parameter \( z \), and then to the statement \( z = z + 1 \). There is also a sequence of data dependences from this assignment, to the return value of the call in \( g \), and then to the assignment of \( y \). However, the concatenation of these two paths, while in the transitive closure, ignores calling-context. Therefore, forming strongly connected components would wrongly place the assignments \( a = 42 \) and \( y = h(x) \) in the same cluster.

Fortunately, program slicing, a context-sensitive interprocedural dependence analysis, captures the necessary calling-context information [9]. Intuitively, a slice extracts a sub-program that captures a semantically meaningful sub-computation from a program. Slices can be efficiently computed using a two-pass reachability algorithm over a program’s System Dependence Graph (SDG) [9].

Using slicing, dependence clusters can be defined as maximal sets of statements that all have the same slice. In practice, the identification is facilitated by the observation that same slice can be approximated by same slice size [3]. That is, two program components that have the same slice size are deemed to reside in the same cluster. This is a conservative approximation because two slices may differ, yet, coincidentally, have the same size. However, two identical slices must have the same size. In practice, the approximation is over 99% accurate.

This approximation also provides a useful visualization: the Monotone Slice-size Graph (MSG) [3]. An MSG is a graph of slice sizes plotted in monotonically increasing order on the \( x \)-axis. The \( y \)-axis measures slice size. That is, slices are sorted according to increasing size and the sizes are plotted on the vertical axis against slice number, in order, on the horizontal axis. To facilitate comparison of MSGs, the MSGs shown in this paper use the percentage of the slices taken on the \( x \)-axis and the percentage of the entire program on the \( y \)-axis.

The MSG provides a visual aid to dependence cluster identification because dependence clusters appear as a sheer–drop cliff face followed by a long flat plateau. To illustrate, Figure 3 shows an example MSG where, reading along the horizontal axis, approximately the first 8% of slices are very small, after which the MSG reveals a
sharp increase to just over 50% of the program. Most of the remaining slices are essentially the same size thought there is a small up-tick at the far right.

The MSG visualization helps in the inherently subjective task of deciding whether a cluster is large (how long is the plateau at the top of the cliff face relative to the surrounding landscape?) and whether it denotes a discontinuity in the dependence profile (how steep is the cliff face relative to the surrounding landscape?).

Using 45 programs that contain just over one million lines of C code, a surprisingly large number of large clusters turned up [3]; although the prevalence of dependence clusters should be even higher in program’s with greater data-flow uncertainty such as object-oriented programs.

The programs range in size from 600 LoC to almost 180 KLoC and cover a range of application domains such as utilities, games, operating system code, etc.

While the definition of large for a cluster is clearly subjective, Figure 4 attempts to quantify the data by showing the number of programs with at least one large cluster for a range of values for large. From the figure, all 45 programs include a cluster of 5% of the program. Two-thirds have a cluster of at least 20% of the code and one, at the far right, includes a cluster of 94% of the program!

3 Dependence Cluster Causes

Having found that dependence clusters are common and noting that they have a negative impact on software construction, this paper considers the next ongoing phase in the investigation: the search for dependence cluster causes. Identifying cluster causes provides a first step towards improving static analysis tools, which must cope with programs that contain large dependence clusters. One way of characterizing the search is as the search for a linchpin component. That is, a single component (or small set of components) that hold a dependence cluster together. If such components exist, then ignoring the dependences associated with such a linchpin component will cause the dependence cluster to disappear.

An initial manual search proved to time consuming and too error prone; thus, a semi-automated search was employed. This search is based on measuring the area under the MSG, as illustrated in the top chart of Figure 5. A reduction in the area is a necessary but not sufficient condition for identifying the cause of a cluster. This is because there are two possible outcomes: a drop and a break. These two are illustrated by the center and lower MSGs shown in Figure 5. Both have a reduction in area; however, the center MSG reflects only a reduction in the size of the slices making up the cluster. Only the lower MSG shows a true breaking of the cluster. From these MSGs, it is clear that a reduction in area must accompany a breaking of a cluster, but does not imply the breaking.

Starting ‘small’, the search for linchpin components begins by considering individual vertices and edges from the program’s System Dependence Graph (SDG) [9]. The vertices of an SDG represents the statements and predicates of the program. They are similar to the nodes of a control-flow graph. The edges of an SDG represent the intraprocedural and interprocedural control and data dependences from within the program.

The search for dependence clusters is conducted by computing the MSG while ignoring the dependence associated with an individual components. Here, a single dependence edge represents the smallest components con-
Figure 5: The area under the MSG drops under two conditions: the slices of the cluster get smaller (center MSG), or when the cluster breaks (lower MSG). Thus a reduction in area is a necessary, but not sufficient condition for a cluster breaking.

considered. If all of the dependence ‘flows’ through an edge then ignoring this edge will break the flow and thus break the cluster. A vertex, which has a collection incoming and outgoing edges, is the next smallest. For a vertex, it is sufficient to ignore either the vertex’s incoming or outgoing dependence edges. The experiments ignore the incoming dependence edges.

Rather than starting with the edges, vertices are considered first. This is done for two reasons: first, it is conceptually simpler to present the impact on dependence clusters of a vertex because each vertex maps to a particular program component. In contrast, an edge represents an interaction between two components. The second reason is efficiency. By definition ignoring the dependence associated with a vertex ignores the dependence associated all its associated edges. Thus, only those edges whose associated vertex has a significant impact, need be considered. Because recomputing the MSG while ignoring the dependence represented by an edge or a vertex is marginally expensive, all vertices are processed first and then only edges incident on a vertex associated with a significant reduction are considered. This avoids significant wasted computation by not considering unprofitable edges.

3.1 Linchpin Vertices

To begin with, the dependence associated with each vertex is ignored in turn. To better understand the potential impact that this has on a dependence cluster, consider the two extreme possibilities. At one extreme, a vertex \( v \) is on one of many paths connecting the vertices of a cluster. In this case ignoring \( v \)'s dependences does not impact the cluster at all because alternate paths exist. At the other extreme, the paths neck down to one path that contains \( v \). In this case, ignoring \( v \)'s dependences has a significant impact: it removes the cluster completely. In between, it is possible to have redundant paths connect parts of a cluster and thus the impact of ignoring the dependences associated with a vertex can range between the two extremes.

The investigation starts by considering, in turn, the reduction for each vertex, it then looks more closely at those vertices that produce a large reduction in the area under the MSG. Finally, the investigation considers and categorizes the MSGs for the largest reductions.

To begin with, all the reductions for three representative programs are shown in Figure 6. Each chart shows, in monotonically decreasing order, the reduction in area under the MSG obtained by ignoring the dependences of each program vertex. All programs are dominated by a long almost zero tail on the right. Thus, at most a small handful of vertices cause a significant reduction. For example, this pattern is seen in the three examples shown in Figure 6. That such vertices are so unique is, in and of itself, worth studying.

Considering all 279,992 vertices collectively, only 1611 (0.58%) cause a reduction greater than 1%. Those causing a 10% and a 20% reduction number 71 (0.025%) and 21 (0.0075%), respectively. The reduction caused by the 71 vertices having at least 10% reduction is shown in Figure 7. Finally, details of the 21 vertices that cause a reduction of at least 20% are presented in Figure 8.

The most striking feature in this data is that the linchpin vertices causing the largest reductions are dominated by control-point vertices. Only two non-control vertices (a function return value and the expression `done++`) occur
Figure 6: Fall-off in reduction for three example programs. Note that the scale on the y-axis is not the same in the three graphics.

Figure 7: Top Reduction Causing Vertices and Edges in the top 21. Figure 8 also includes a subset of the 50 vertices causing between 10% and 20% reduction. The selection favors the larger programs. In this range, it is clear that control has lost its dominance. This is true with the smaller programs as well. Thus ‘control’ statement appear to produce the largest reduction, but (almost) as large reduction is caused by non-control vertices.

The final step in the analysis is to generate and examine the MSGs for those vertices that cause a large reduction in the area under the MSG. From these MSGs it is possible to categorize each reduction as cluster breaking or simple producing a drop in the MSG. Figure 9 shows several example MSGs for vertices that produced a large reduction. The top chart for the program time shows the classic example of a small cluster being completely broken. While the largest slices in this MSG are essentially unchanged in size, the cluster evidenced by the plateau in the middle of the graph is replaced by a gradual rise when the dependences for the vertex representing switch("fmt") is ignored. This vertex is in a loop that processes an output formal string for the current time. The loop and switch tie together the formatting cases.

In the center chart, the same pattern is seen on a larger scale with the vertex representing copia’s switch statement switch(a) (which is the core of a finite-state machine where a is the machine’s next-state). Ignoring dependences associated with this vertex produces the lowest MSG shown in the center chart. The chart also includes the MSGs produced when ignoring the dependence through the second and third largest reduction causing vertices. These two produce classic examples of drops in the size of the slices making up the cluster, but do not break the cluster. Such vertices segregate off a portion of the program, but do not remove the true cause of the cluster.

The bottom chart of Figure 9 shows the MSGs for the top three reduction causing vertices of the program replace. While none of these provides significant evidence of cluster breaking, they are useful in illustrating two patterns seen in non-cluster busting reductions that are tied back to the source code; thus, they serve to refine the notion of a drop.

The first of these, termed a shift, is illustrated in the upper chart in Figure 10. Ignoring the vertex that represents the assignment of amatch’s return value to variable m essentially cuts off slices that use the values of m. For example, the assignment lastm = m depends (through the assignment to m) on the results of calling amatch and consequently the computation it entails. Ignoring the dependence associated with the assignment to m makes the slice on lastm = m quite small because it omits the computation contained in amatch. This in essence replaces a large slice (that was part of the cluster) with a smaller slice and thus shifts the plateau of the dependence cluster to the right (as well as shortening its length).
<table>
<thead>
<tr>
<th>Program</th>
<th>Percentage</th>
<th>Vertex Type</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>For all programs, Vertices producing at least a 20% reduction</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>copia</td>
<td>80.20%</td>
<td>control-point</td>
<td>switch (a)</td>
</tr>
<tr>
<td>fass</td>
<td>69.13%</td>
<td>control-point</td>
<td>if(tmp[i-1]==':')</td>
</tr>
<tr>
<td>apartment</td>
<td>51.37%</td>
<td>control-point</td>
<td>switch(choice)</td>
</tr>
<tr>
<td>fass</td>
<td>50.70%</td>
<td>call-site</td>
<td>lookup()</td>
</tr>
<tr>
<td>time-1.7</td>
<td>47.06%</td>
<td>control-point</td>
<td>switch('++fmt')</td>
</tr>
<tr>
<td>apartment</td>
<td>40.96%</td>
<td>control-point</td>
<td>while(choice != '5')</td>
</tr>
<tr>
<td>pos</td>
<td>38.21%</td>
<td>control-point</td>
<td>if(bag_plus_lollie &gt;= 10)</td>
</tr>
<tr>
<td>h_server</td>
<td>32.43%</td>
<td>control-point</td>
<td>if(fp==NULL)</td>
</tr>
<tr>
<td>h_server</td>
<td>31.88%</td>
<td>control-point</td>
<td>switch(request_no)</td>
</tr>
<tr>
<td>h_server</td>
<td>31.84%</td>
<td>control-point</td>
<td>if(fp==NULL)</td>
</tr>
<tr>
<td>nascar</td>
<td>25.57%</td>
<td>control-point</td>
<td>if(cars[x].is_done())</td>
</tr>
<tr>
<td>nascar</td>
<td>25.15%</td>
<td>control-point</td>
<td>while(done &lt; NUM_CARS)</td>
</tr>
<tr>
<td>sudoku1</td>
<td>24.82%</td>
<td>control-point</td>
<td>while(check_completed())</td>
</tr>
<tr>
<td>sudoku1</td>
<td>24.81%</td>
<td>actual-out</td>
<td>check_completed()</td>
</tr>
<tr>
<td>nascar</td>
<td>23.98%</td>
<td>control-point</td>
<td>if(count%mod==0)</td>
</tr>
<tr>
<td>pos</td>
<td>23.86%</td>
<td>control-point</td>
<td>if(num_lollie&lt;15) else</td>
</tr>
<tr>
<td>nascar</td>
<td>23.58%</td>
<td>expression</td>
<td>done++</td>
</tr>
<tr>
<td>apartment</td>
<td>23.46%</td>
<td>call-site</td>
<td>GuestMenu()</td>
</tr>
<tr>
<td>nascar</td>
<td>21.95%</td>
<td>call-site</td>
<td>sort_display()</td>
</tr>
<tr>
<td>fass</td>
<td>20.80%</td>
<td>control-point</td>
<td>if(flag==0)</td>
</tr>
<tr>
<td>fass</td>
<td>20.43%</td>
<td>call-site</td>
<td>synt()</td>
</tr>
<tr>
<td>For the larger programs only, Vertices producing 10% to 20% reduction</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>replace</td>
<td>13.82%</td>
<td>control-point</td>
<td>if (in_set_2())</td>
</tr>
<tr>
<td>copia</td>
<td>13.70%</td>
<td>formal-in</td>
<td>int a</td>
</tr>
<tr>
<td>copia</td>
<td>13.66%</td>
<td>actual-in</td>
<td>m</td>
</tr>
<tr>
<td>which</td>
<td>13.57%</td>
<td>control-point</td>
<td>while (next)</td>
</tr>
<tr>
<td>copia</td>
<td>13.57%</td>
<td>expression</td>
<td>m=urna[n]</td>
</tr>
<tr>
<td>copia</td>
<td>13.11%</td>
<td>expression</td>
<td>urna[j]=protab[i].posizione</td>
</tr>
<tr>
<td>replace</td>
<td>12.58%</td>
<td>actual-out</td>
<td>in_set_2()</td>
</tr>
<tr>
<td>findutils</td>
<td>11.92%</td>
<td>expression</td>
<td>parse_function = find_parser()</td>
</tr>
<tr>
<td>findutils</td>
<td>11.91%</td>
<td>actual-out</td>
<td>find_parser()</td>
</tr>
<tr>
<td>findutils</td>
<td>11.63%</td>
<td>indirect-call</td>
<td>(*parse_function)()</td>
</tr>
<tr>
<td>copia</td>
<td>10.75%</td>
<td>control-point</td>
<td>while (i&lt;=riga)</td>
</tr>
<tr>
<td>compress</td>
<td>10.73%</td>
<td>expression</td>
<td>text_buffer[bufindex]=c2</td>
</tr>
<tr>
<td>replace</td>
<td>10.56%</td>
<td>actual-out</td>
<td>amatch()</td>
</tr>
<tr>
<td>compress</td>
<td>10.56%</td>
<td>expression</td>
<td>c2=getranchar()</td>
</tr>
<tr>
<td>copia</td>
<td>10.55%</td>
<td>formal-in</td>
<td>int riga</td>
</tr>
<tr>
<td>replace</td>
<td>10.49%</td>
<td>expression</td>
<td>m = amatch()</td>
</tr>
<tr>
<td>compress</td>
<td>10.43%</td>
<td>actual-out</td>
<td>getranchar()</td>
</tr>
<tr>
<td>which</td>
<td>10.11%</td>
<td>call-site</td>
<td>find_command_in_path()</td>
</tr>
</tbody>
</table>

Figure 8: Vertices causing a large reduction.

Second, the chart in the middle of Figure 10 shows two patterns: a drop and the combination of a shift and a drop. For the drop, ignoring the actual parameter that represents the passing of pat[j] to the function in_set_2, effectively cuts the statements that represent the computation of pat[j] out of all the slices that include this call.
Figure 9: MSGs for high reduction vertices that show the different patterns seen when in the search for dependence clusters.

As the call is in the cluster, this removes the computation from all the slices of the cluster, which appears as a drop in the MSG (because all the slices are smaller).

This chart also illustrates a case in which these two reductions (a shift and a drop) occur together. For example, ignoring the dependence associated with if (in_set_2[pat[j]]) includes the impact of ignoring the dependence of pat[j] and also orphans statements such as done = true (in the same way lastm = m was orphaned).

The final chart in Figure 10 includes the MSG shown at the center chart of Figure 9. It shows another drop (from ignoring the dependence of the formal parameter a (which holds the next state) and the breaking of the cluster (from ignoring the dependence of the switch statement). Considering these two together is illustrative. In the program, each of the functions called from within the switch statement (e.g., grid) eventually leads to a recursive call to selezio. This leads to almost the entire program being tied together via control dependence. In contrast ignoring the dependence of the formal parameter a (next state) removes from each slice only those parts of the next state computation that are not (recursively) connected to the switch via the control dependence. This leads to the drop in the plateau of the MSG, but still leaves the bulk of the cluster connected. Comparing these two helps to illuminate why control vertices dominate the large reductions shown in Figure 8.

Generating the 71 MSGs for each of the 71 vertices that causes at least a 10% reduction produces examples of all of the patterns described above. Eight of the programs include no clusters and thus can only produce drops. Of the remaining 63, five cause complete cluster breaking (as seen with copia) and 13 partial cluster breaking (as seen with time). This is about 30% of the vertices. The remaining vertices produce 23 drops and 22 shifts. In identifying drops and shifts the dominant feature was used, so not combinations of drop and shift are not reported.

3.2 Linchpin Edges

The search of linchpin edges considers the 8678 incoming edges of the 1623 vertices that produced at least a 1% reduction in area under the MSG. This represents a tremendous savings in effort because the total number of edges in all the graphs is almost nine million. All the unconsidered edges, by definition, produce no more than a
1% reduction. Of the 8678 edges 5106 (59%) led to no reduction at all, 2682 (31%) led to between 0% and 1% reduction, 860 (10%) led to between 1% and 10% reduction, and 30 (0.34%) let to a reduction greater than 10% reduction. Figure 7 shows the reduction attained by the top 78 edges (the number of edges was chosen to match the number of vertices shown in the chart).

Of the 30 edges associated with at least a 10% reduction 23 have essentially the same reduction as their associated vertex. Five of these are the sole edge into the target vertex. The target vertices of the others include edges that contribute little of the size of a slice. For example, the most common such edge is from a variable declaration.

The remaining seven edges only cause part of the reduction obtained by ignoring all the edges into their target vertex. This pattern is rare because it requires incoming edges whose sources are dependent on separate parts of the code. Thus, each such edge includes a separate part of the program. For example, two of the seven edges targets copia’s switch statement switch(a) (which selects the next state of a finite-state machine). These two edges are a data-dependence from the vertex representing the formal parameter to the function and a control-dependence from the function entry vertex. In this case, part of the computation of a is separate from other parts of the program. Thus, ignoring the data-dependence reduces all the slices including the switch by the size of computation of a. This does not cause a breaking of copia’s cluster because most of the code impacting a is also reachable through the control dependence. This situation is not symmetric as ignoring the control edge disconnects very little because the vertex representing the formal parameter a is dependent on the function entry vertex.

Finally, the MSGs for the 30 edges associated with at least a 10% reduction were constructed. These included five breaks and 5 partial breaks. They also include 10 shifts and 10 drops (all subsets of the vertex data). While not many edges cause significant cluster busting, it is important to note that an edge is a rather small component and thus any an edge having a significant impact is interesting.
4 Mutually Recursive Function

The frequency of control vertices, procedure calls, and parameter vertices in Figure 8, and the importance that mutually recursive functions plays in the copia example, suggest that mutually recursive functions might play a more general role as a linchpin component that holds a dependence cluster together. The search for mutually recursive functions is conducted by separately ignoring dependences associated with calls and procedure entry. Both of which include associated parameter vertices.

To better understand the relation between these two, let \(\text{max}_\text{call}\) be the maximum reduction attained by ignoring the dependence associated with a single call and let \(\text{max}_\text{entry}\) be the maximum reduction attained by ignoring the dependence associated with a single procedure entry. For programs with a single key call to a key procedure, \(\text{max}_\text{call}\) and \(\text{max}_\text{entry}\) are essentially the same. Multiple calls to a key procedure dilute the reduction attained by ignoring the incoming dependence of any one call; thus, \(\text{max}_\text{entry}\) is larger. However, it is possible for \(\text{max}_\text{call}\) to exceed \(\text{max}_\text{entry}\). The most common case where this happens involves indirect call cites.

For most of the programs the reduction obtained is similar weather ignoring calls or entrys. For a few cases, one or the other produces a considerably larger reduction. The remainder of this section first considers programs for which ignoring the incoming dependences of a call produces a larger reduction than ignoring the incoming dependences of a procedure entry. It then considers the inverse. Fortuitously, these two illustrate the two main causes of \(\text{max}_\text{call}\) exceeding \(\text{max}_\text{entry}\).

To begin with, in the program flndutils ignoring dependence associated with an indirect call site causes the largest reduction. The function-pointer used can point to one of sixty different parse functions that each process the arguments for a particular search criteria. Thus, the ignoring of dependences associated with the call \((\text{parse}\_\text{function})()\), has a significant impact on the area under the MSG. The MSGs with and with-out the dependences associated with this call are shown in Figure 11. The original (upper) MSG shows that flndutils includes four clusters (the first two have similar slice size). Ignoring dependence associated with the indirect call \((\text{parse}\_\text{function})()\) breaks the first cluster (making it easier to tell apart from the second). It also reduces the size of the slices in the remaining three clusters (causing a drop in the MSG).

Figure 11: The MSG for flndutils before and after the ignoring the dependences associated with an indirect call size.

The second example, which fortuitously, illustrates the two main causes of \(\text{max}_\text{call}\) exceeding \(\text{max}_\text{entry}\), occurs in the program sudoku where \(\text{max}_\text{call}\) and \(\text{max}_\text{entry}\) both involve the function submcom(). In this case \(\text{max}_\text{call}\) exceeds \(\text{max}_\text{entry}\) because of what might be termed the \textit{summary edge effect}. Figure 12 illustrates this effect caused when the ignoring of the dependences associated with a call-site resulting in the ignoring of the associated SDG summary edges. First, consider the graph fragment shown in the left of Figure 12. In the SDG, parameter passing and return values are modeled as assignments through special variables labeled \(f_\text{in}\) and \(P_\text{out}\) for formal \(f\) and function \(P\), respectively. (The graph fragment shown is a simplification of the actual SDG.) In this graph there is a path (an intraprocedural path) from source \(S\) to target \(T\); thus, a slice that includes \(T\) will also include \(S\).

The impact of ignoring the dependences associated with a call and procedure entry are shown in the center and right of Figure 12 where ignored dependences are shown in gray. The key difference is that the ignoring of dependences (incoming edges) of the vertex labeled “\(a = P_\text{out}\)" breaks the connection between \(S\) and \(T\). Thus, unlike the right figure, in the center figure there is no path from \(S\) to \(T\). Because of this, ignoring the dependences associated with a call can cause greater reduction than ignoring the edges associated with the entry to the called procedure.

The proceeding two examples illustrated the two main
cases where $\text{max call}$ exceeds $\text{max entry}$. At the other end of the spectrum, two illustrative examples of when $\text{max entry}$ exceeds $\text{max call}$ are the programs $\text{bc}$ and $\text{Gnuchess}$. With $\text{bc}$ there are two calls to the function, $\text{dc func}$, which processes the current input character. This character can denote part of number, an operation (e.g., add, multiple, negate), etc. Each call is in a loop (that iterate over a string or a file, respectively). Together the call and the loop 'connect' the implementation of the various operations. Ignoring the dependences associated with one of the two calls still leaves the operations connected through the other. Ignoring the dependences associated with the entry, breaks these dependences. This effectively breaks the large dependence cluster in $\text{bc}$, as shown in Figure 13.

The second example is the program $\text{Gnuchess}$. Ignoring dependences associated with the function $\text{SelectMove()}$ generates a 44% reduction. This is the lowest line in the chart shown in Figure 14. In addition to the lowering the MSG, the chart shows evidence of several smaller clusters separating out. The middle MSG results from ignoring of dependence associated with the function $\text{search()}$. While it still shows the large central cluster, the beginning of this MSG shows the gradual increase that is evidence of a broken cluster. In both cases the associated call-sites cause no significant reduction.

Because dependences from a larger portion of the graph (a function entry or call and its parameters) are being ignored, greater reduction is to be expected. This expectation is born out in the data generated from the 4275 calls and 2759 entry's that were considered. Overall 3920 (68.3%) of the 4275 call cites and 2474 (89.6%) of the 2759 entry's caused less than a 10% reduction. Looking at the top 10% of each data set, the 42 calls include 6 that come from programs without clusters and thus produce drops by definition. From the programs that include clusters, there are 9 breaks, 13 partial breaks, but only 13 drops and 1 shift. Thus a higher percentage of breaks are seen than with the smaller linchpin vertices or edges. Next considering the entry’s, 27 entry’s include 3 from
4.1 Difference between source level and graph level analysis

While ignoring the dependences of an individual vertex has a clear parallel at the source level, the summary edge effect suggests that ignoring dependences of larger SDG structures might not always have a direct analog at the source level. This section illustrates how ignoring the incoming dependences of a call in the SDG differs from ignoring the incoming dependences of the same call in the source. For example, the transitive effects of the call's summary edges cannot be (easily) accounted for from within the SDG (consider the case where Q calls P producing a summary edge at the call-site, and P calls R again producing a summary edge at the call-site). If the call (or entry) to R is ignored this might disconnect the path causing the summary edge at the call to P, but it might not. Re-computation is possible, but costly. This suggests transformation at the source level. For example, replacing

\[
\text{int R(int x, long l)} \{ \text{body} \}
\]

with

\[
\text{// stub generating no dependence} \\
\text{int R(int x, long l)} \\
\{ \\
\}
\]

\[
\text{// body preserves dependence cause} \\
\text{// by calls in R} \\
\text{int R_PRIME(int x, long l)} \\
\{ \\
\text{body} \\
\}
\]

This rewriting effectively breaks the dependences generated through calls to R while preserving the dependences cause by calls from within the body of R. A generalization of this observation suggests the study of other source-level transformations such as ignoring the dependence associated with globals variables.

5 Future Work

One of the features that is not easily visualized using the MSG is the sub-cluster relationships between clusters where the slices of one clusters includes the slices of another. For example, the lower MSGs in Figure 9 include two clusters (labeled \textit{generate pattern} and \textit{match pattern}). From the MSG, it is not clear that \textit{generate pattern} is related to \textit{match pattern} (beyond involving smaller slices). Figure 15 shows a sub-cluster containment graph for \textit{Replace}. In the lower zoomed-in view, the two clusters (each of size 220) are labeled \textit{generate pattern} and \textit{match pattern}. From the sub-cluster diagram, it is clear that \textit{generate pattern} is a sub-cluster of \textit{match pattern}. Future challenges in presenting this kind of data are illustrated in Figure 16, where the number of sub-clusters and sub-cluster relations is visually overwhelming.

6 Summary

This paper describes recent work on analyzing and understanding dependence clusters. These surprisingly common features of programs negatively impact programmer and static-analysis tool performance. Previous work has
identified the prevalence of dependence clusters. This paper considers the search for their causes. In starts by looking for ‘low level’ causes, whose present is interesting in and of itself. The study finds that a handful of the vertices and edges are *linchpins* in that they hold together large dependence clusters. Patterns these vertices and edges suggest the search for *language-level* features that may act as high-level linchpins. Examples include procedure calls and global variables. Better understand of the graph-level and source-code level features the hold together large dependence clusters will allow programmers and static-analysis tools to better deal with the complications caused by these large dependence clusters.
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Figure 16: Sub-cluster Relations


7 The Remaining Section are Not for Dagstuhl

8 Globals

See FSE paper.

9 Technicalities – put at end

Some ‘technicalities’ regarding MSG drops without a shift and the impact of scc formation.

FIX ME: what is the meaning of the difference with and without sccs? forming sccs is in a way ‘cheating’; thus, it is not worth bringing up unless there is something interesting to be learned :)

First, one might expect that a drop in the area under the MSG (e.g., see Figure 5b) would have to be accompanied by a shift to the left as new ‘small’ slices would need to be formed. However, ignoring one (or more) dependencies can cause a drop only as illustrated in Figure 17. Here the two larger circles represent components of size 8 and 3 (for simplicity in MSG drawing these components are assumes to be completely connected; thus, all vertices represented in a large circle have the same size slice. ignoring the edge marked with a red ‘X’ reduces the size of the slices for the 5 singleton vertices. This causes the drop from the black line to the red line in the MSG shown next to the SDG fragment.

[[ As discussed below, the ignoring is done both with and without the formation of intraprocedural strongly connected components (sccs). [ rant about clusters not being sccs ] ]]

Second, at first thought, forming intraprocedural sccs would be expected to bring greater reduction. This is because ignoring the dependences associated with a vertex becomes the same as ignoring all dependences associated with its scc. Consider, for example, the graph fragment shown in Figure 18a where Vertices A, B, C, and D form an scc. This example shows the extreme case in which the scc is completely connected (and well connected to Zs). Ignoring the dependences (incoming edges) of Vertex B (shown as gray edges in the figure) only changes the slice-size of the slice taken with respect to B becauseVertices A, C, D, and each $z \in Zs$ remain connected to the same vertices regardless of the ignored edges.

However, in the scc based graph, ignoring the incoming edges of B equates to ignoring the incoming edges of the scc and thus disconnects the vertices of Zs from those in Xs as shown in Figure 18b. As a consequence each slice taken with respect to a $z \in Zs$ is smaller by at least the size of Xs. This, in turn, leads to a greater reduction in area under the MSG.

While empirical rare, forming sccs does not always cause a larger reduction. Figure 19 illustrates the pattern. Assume first that Xs and Ys are single vertices; thus, the size of the SCC A, B, and Ys is 3. Then consider the reduction in the slice size for a vertex $z \in Zs$. Ignoring the incoming edges of A, B, and Ys yields the following reductions: for A, 2 (Xs and Ys), for B, 3 (Xs, Ys, and A), and for Ys, 1 (Ys).

The formation of sccs simplifies the exposition because ignoring the edges in all three case has the same effect (of disconnecting the scc from Xs). Thus, each produces a reduction of 1 vertex (Xs). In total, for each $z \in Zs$ the non-scc version sees a reduction of six while the scc version of only three. Thus, the scc version sees a lower reduction. Furthermore, the difference can be exacerbated if Ys represents not just a single vertex but rather a collection of vertices. In contrast, as the size of Xs increases, the rel-
Figure 17: How to get a drop without any shift

Figure 19: Example showing how scc formation can actually leads to a smaller reduction.

Figure 18 shows the impact of SCC Formation. Its reduction is a reduction in size, but not a cluster busting (it had no real clusters to begin with). The other three program where scc formation hurts the reduction (pc2c, sudoku, and which) show a similar lack of breaking. The clearest illustration of this is from pc2c. As shown in the top of Figure 21 ignoring dependences only affects a limited number of vertices (the rising cliff face is right shifted by the number of such vertices) and does not effect the overall shape of the MSG. The lower graph compares the MSGs when sccs are constructed. The scc in question is formed by a while loop in the main function. Thus, referring to Figure 19, Xs is small; it consists of the opening of a file and a seed read from this file.

At the other end of Figure 20, the largest difference comes from a proportionally large scc in sudoku1, which typifies the examples show in Figure 18. The MSGs are shown in the top of Figure 22. The upper one for non-scc case shows a right shifting of the MSG as ignoring dependence reduces by a trivial amount a handful of slices. Under this in the case where using sccs, the entire cluster is broken as all the slices are considerably smaller. FIX ME – consider finding out why

Finally, the MSGs for gcc.cpp (shown in the bottom of Figure 22) illustrates a cluster broken only in the presence of scc formation. The largest reduction without forming SCCs is indistinguishable from the original MSG. [[ perhaps say more about implication of when with-scc and with-out-scc differ ?]]

For the program with the third largest difference,
Figure 20: Difference in the reduction in area caused – with and without SCC formation.

Figure 21: pc2c MSGs, Figure 23 shows the MSGs for the top two reduction causing vertices in the presence of SCCs. Without forming SCCs, program which shows little reduction and the resulting MSGs are similar to those shown in Figure 21.

Figure 22: When SCC formation causes a large reduction – ignore sudokul msgs ...

Figure 23: Reduction with which
In our ideal world the cluster busting paper would contain

low level
- ignore dependences associated with an individual edge
- ignore dependences associated with an individual vertex

high level
- ignore dependence associated with a variable
  - global
  - local [ FIX ME needs doing ... txl able? ]
- ignore dependence associated with a predicate
  - looping
  - non-looping
- ignore dependence associated with a call
- ignore dependence associated with a procedure entry?

Sometimes the ignoring of edges causes what appears as a line on the MSG to break into two or more lines. See, for example, the lowest MSG shown in Figure 14. FIX ME: Question – is separation caused because of the ignoring of a capillary data flow (i.e., a linchpin vertex or edge) that was joining two clusters into one?